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with Landsat Thematic Mapper imagery
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This research aims to improve land-cover classification accuracy in a moist tropical
region in Brazil by examining the use of different remote-sensing-derived vari-
ables and classification algorithms. Different scenarios based on Landsat Thematic
Mapper (TM) spectral data and derived vegetation indices and textural images and
different classification algorithms, maximum likelihood classification (MLC), arti-
ficial neural network (ANN), classification tree analysis (CTA) and object-based
classification (OBC), were explored. The results indicate that a combination of
vegetation indices as extra bands into Landsat TM multi-spectral bands did not
improve the overall classification performance, but the combination of textural
images was valuable for improving vegetation classification accuracy. In partic-
ular, the combination of both vegetation indices and textural images into TM
multi-spectral bands improved the overall classification accuracy (OCA) by 5.6%
and the overall kappa coefficient (OKC) by 6.25%. Comparison of the different
classification algorithms indicated that CTA and ANN have poor classification
performance in this research, but OBC improved primary forest and pasture clas-
sification accuracies. This research indicates that use of textural images or use of
OBC are especially valuable for improving the vegetation classes such as upland
and liana forest classes that have complex stand structures and large patch sizes.

1. Introduction

Since the 1970s, deforestation in the Brazilian Amazon has converted a vast area
of primary forest into a mosaic of large patches of agricultural lands, pasture and
different stages of successional vegetation (Moran et al. 1994a, Skole et al. 1994,
Lucas et al. 2000, Roberts et al. 2002, Lu et al. 2008). The unprecedented tropical
deforestation rates have been regarded as an important factor in climate change and
environmental degradation at regional and global scales (Skole et al. 1994). In order
to better understand the consequences of deforestation and landscape transforma-
tions in the region, the timely mapping and monitoring of land-use/cover change is
required. Remote-sensing technologies are useful tools in providing these datasets.
Much research has been conducted to classify land cover, especially vegetation classes
(Mausel et al. 1993, Moran et al. 1994a,b, Brondízio et al. 1996, Foody et al. 1996,
Rignot et al. 1997, Yanasse et al. 1997, Lucas et al. 2002, Vieira et al. 2003, Lu et al.
2004a, 2007, 2008, Lu 2005a). Different classification methods, such as traditional
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8208 G. Li et al.

pixel-based classifiers (e.g. Euclidean distance and maximum likelihood) (Foody et al.
1996, Yanasse et al. 1997, Vieira et al. 2003), a combination of spectral and spatial
information (Mausel et al. 1993, Moran et al. 1994a,b, Lu et al. 2004a) and use of
sub-pixel information (Roberts et al. 1998, Lu et al. 2003) have been examined. Castro
et al. (2003) summarized many approaches using space-borne remotely sensed data
to quantify successional forest classification based on biomass or age estimation. Lu
(2005a) and Lu et al. (2003, 2008) summarized the major methods for mapping vege-
tation types, especially successional vegetation stages with remotely sensed data in the
moist tropical regions of the Brazilian Amazon.

Previous research has indicated that a major source of confusion often occurs
in identifying different successional stages or distinguishing between advanced sec-
ondary succession and mature forest (Lu et al. 2003, 2008), since remotely sensed data
primarily capture canopy information, and the canopy structures between advanced
secondary succession and mature forest can be very similar, although they may
have different ages, species composition and biomass density. The smooth transition
between different successional stages also causes problems for vegetation classifica-
tion. Therefore, previous research often provides only coarse vegetation classes such
as primary forest and successional vegetation (Adams et al. 1995, Roberts et al. 2002).
However, the biomass densities of different successional stages vary considerably,
ranging from less than 2 kg m−2 in initial successional vegetation to greater than 20 kg
m−2 in advanced successional vegetation (Lu 2005b). The biomass densities of pri-
mary forests also vary considerably, ranging from approximately 12 kg m−2 to greater
than 50 kg m−2 in different biophysical environments. Obviously, a single class of pri-
mary forest or successional vegetation is not suitable for many applications such as
carbon estimations or land degradation assessments.

Remote-sensing image classification is a complex process that involves many steps
such as definition of a land-cover classification system, collection of data sources (e.g.
reference data, different sensor data), extraction of remote-sensing variables, selection
of classification algorithm and accuracy assessment (Jensen 2004, Lu and Weng 2007).
Great progress in image classification has been achieved, including: (1) the develop-
ment of advanced classification algorithms (e.g. neural network, decision tree, support
vector machine, object-based algorithms and sub-pixel-based algorithms) (Tso and
Mather 2001, Franklin and Wulder 2002, Lu and Weng 2007, Rogan et al. 2008,
Blaschke 2010), (2) the use of multi-source data in a classification process such as
integration of different spatial resolution or sensor images (Solberg et al. 1996, Pohl
and Van Genderen 1998, Ali et al. 2009, Ehlers et al. 2010, Zhang 2010) and the inte-
gration of remote sensing and ancillary data (Harris and Ventura 1995, Williams 2001,
Li 2010) and (3) the development of techniques for modifying classified images by the
use of expert knowledge (Stefanov et al. 2001, Hodgson et al. 2003, Zhang et al. 2011).

In practice, Landsat Thematic Mapper (TM) images are still the most common data
source for land-cover classification, even in moist tropical regions, due to their suitable
spectral and spatial resolutions and the long-term data availability since the 1970s.
Although much research related to land-cover classification has been conducted,
a comprehensive analysis of the selection of variables and classification algorithms has
not been fully investigated. Therefore, this research aims to explore how combinations
of different variables can improve land-cover classification performance and which
classification algorithm has better classification performance in the moist tropical
region of Brazil. This research investigates the roles of vegetation indices and textural
images in improving vegetation classification performance based on a comparison of
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Land-cover classification 8209

accuracy assessment of the classified images and compares parametric and nonpara-
metric algorithms in order to understand which classification algorithm is suitable for
vegetation classification in the moist tropical region of the Brazilian Amazon, where
complex forest stand structure in successional vegetation and primary forest exists.
Through this research, we can better understand the classification procedure, includ-
ing the selection of suitable remote-sensing variables and the selection of classification
algorithms, for the vegetation classification in the Brazilian Amazon.

2. Study area

Altamira is located along the Transamazon Highway (BR-230) in the northern
Brazilian state of Pará. The city of Altamira lies on the Xingu River at the east-
ern edge of the study area (see figure 1). In the 1950s, an effort was made to attract
colonists from throughout Brazil, who came and settled along streams as far as 20 km
from the city centre. With the construction of the Transamazon Highway in 1970,
this population and older caboclo settlers from earlier rubber boom eras claimed
land along the new highway and legalized their land claims. Early settlement was
driven by geopolitical goals of settling the north region of Brazil and political eco-
nomic policies aimed to shift production of staples like rice, corn and beans from
the most southern Brazilian states to the northern region. The uplands are some-
what rolling, with a highest elevation of approximately 350 m. Floodplains along
the Xingu are flat with a lowest elevation of approximately 10 m. The nutrient-rich
Alfisols and infertile Ultisols and Oxisols are found in the uplands of this area. The
overall soil quality of this area is above average fertility for Amazonia. The dominant
native types of vegetation are mature moist forest and liana forest. Major deforesta-
tion began in the area in 1972, coincident with the construction of the Transamazon

Figure 1. Study area: Altamira, Pará State, Brazil, by overlaying fish-bone roads.
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8210 G. Li et al.

Highway (Moran 1981). Deforestation has led to a complex composition of differ-
ent vegetation types such as different succession stages and pasture (Moran et al.
1994a,b, Moran and Brondízio 1998). Annual rainfall in Altamira is approximately
2000 mm and is concentrated from late October through to early June; the dry period
occurs between June and September. The average temperature is about 26◦C (Tucker
et al. 1998).

3. Methods

3.1 Data collection, organization and preprocessing

3.1.1 Field data collection and determination of a land-cover classification system.
Sample plots for different land covers, especially for different stages of secondary suc-
cession and pasture were collected during the summer of 2009 in the Altamira study
area. Prior to the fieldwork, candidate sample locations of complex vegetation areas
were identified in the laboratory through visual interpretation of a Landsat 5 TM
image acquired in July 2008. As shown in figure 1, primary forest is distributed away
from the roads, and different stages of succession vegetation, pastures and agricul-
tural lands were distributed along the main and secondary roads, forming the familiar
‘fishbone’ pattern of deforestation. Because of the difficulty in accessing forested sites
in moist tropical regions like this study area, random allocation of sample plots for
a field survey is not feasible. Therefore, the majority of sample plots relevant to non-
forest vegetation and pastures were allocated along the roadsides. In each sample area,
the locations of different vegetation cover types were recorded using a global posi-
tioning system (GPS) device, while detailed descriptions of vegetation stand structure
(e.g. height, canopy cover, dominant tree species) were recorded. Sketch map forms
were used in conjunction with small field maps showing the candidate sample loca-
tions on A4 paper to note the spatial extent and patch shape of vegetation cover types
in the area surrounding the GPS point. Following fieldwork, GPS points and field
survey data were organized and stored in a data base. Geographic information sys-
tems (GISs) and remote-sensing software were used to create representative regions of
interest (ROI). ROIs were created by identifying areas of uniform pixel reflectance in
an approximate 3 × 3 pixel window size on the Landsat TM imagery. Approximately
half of the samples from the field survey were used for training samples for image clas-
sification, and the rest were used as test samples for accuracy assessment. Meanwhile,
a QuickBird image acquired in September 2008 was also used to support the selec-
tion of more sample plots for use as training and test sample plots. According to the
research objectives, compatibility with previous research work (Mausel et al. 1993,
Moran et al. 1994a,b, Moran and Brondízio 1998) and field surveys, the land-cover
classification system including three forest classes (i.e. upland (UPF), flooding (FLF)
and liana (LIF)), three succession stages (i.e. initial (SS1), intermediate (SS2) and
advanced (SS3)), pasture (PAS) and four non-vegetated classes (i.e. water (WAT),
wetland (NVW), urban (URB) and burn scars (BUR)), were designed and used for
this research.

3.1.2 Image collection and preprocessing. A Landsat 5 TM image acquired on 2 July
2008 was geometrically registered to a previously corrected Landsat 5 TM image with
UTM coordinates (zone 22). The geometric error was less than 0.5 pixels. During
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Land-cover classification 8211

image-to-image registration, a nearest-neighbour resampling algorithm was used to
resample the TM imagery in order to avoid a change of digital numbers and keep the
same pixel size of 30 × 30 m as the original image. An improved image-based dark
object subtraction (DOS) model was used to perform radiometric and atmospheric
correction (Chavez 1996, Lu et al. 2002, Chander et al. 2009). The gain and offset
for each band and sun elevation angle were obtained from the image header file. The
path radiance for each band was identified from deep-water bodies. The geometrically
corrected and atmospherically calibrated TM image was used to develop vegetation
indices and textural images.

3.2 Selection of remote-sensing variables for land-cover classification

Since the vegetation classification is especially important in this research, the objec-
tive of selecting vegetation indices and textural images is to enhance the separability
of vegetation types, especially for different primary forest classes and secondary suc-
cession (SS) stages. Therefore, training samples for three forest types (UPF, FLF and
LIF), three succession stages (SS1, SS2 and SS3) and pasture were selected for evaluat-
ing the separability of vegetation types in order to identify suitable vegetation indices
and textural images for improving vegetation classification accuracies.

3.2.1 Selection of vegetation indices. Many vegetation indices have been used for
different purposes such as estimation of biophysical parameters (Bannari et al. 1995,
McDonald et al. 1998). Lu et al. (2004b) examined the relationships between vegeta-
tion indices and forest stand structure attributes such as aboveground biomass (AGB),
average stand diameter and height in different biophysical conditions in the Brazilian
Amazon. They found that vegetation indices containing TM band 5 had higher corre-
lation coefficients with forest stand parameters (e.g. AGB) than those without band 5
such as the normalized difference vegetation index (NDVI) in Altamira, where forest
stand structure is very complex, while NDVI had a higher correlation with forest stand
parameters in Bragantina, where forest stand structure is much simpler. This is because
the complex forest stand structures result in higher spectral variation in near-infrared
wavelengths (TM band 4) within the forest class or the successional vegetation than
those simple stand structures. Therefore, in this research, different vegetation indices
including band 5 were designed, together with the other indices summarized in table 1.

In order to identify suitable vegetation indices for improving vegetation classifica-
tion performance, training sample plots for different vegetation types were selected
from field surveys for conducting separability analysis with the transformed divergence
(TD) algorithm (Mausel et al. 1990, Landgrebe 2003). Individual vegetation indices
and combinations of two or more vegetation indices were investigated. When different
combinations of two or more indices were tested, Lu et al. (2008) proposed to iden-
tify the best combination based on TD values and correlation coefficients. However,
some combinations of vegetation indices have similar TD values, thus this method can-
not determine the best combination for vegetation classification. In general, a higher
standard deviation value of an image indicates higher information load, implying bet-
ter performance for land-cover classification. Therefore, this research modified the
previously used method by replacing TD with standard deviation. When the poten-
tial combination of vegetation index images are selected on the basis of TD analysis,
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8212 G. Li et al.

Table 1. Vegetation indices used in the research.

Vegetation
No. index Equation

1 TC1 0.304TM1+0.279TM2+0.474TM3+0.559TM4+0.508TM5+0.186TM7
2 TC2 −0.285TM1−0.244TM2−0.544TM3+0.704TM4+0.084TM5−0.180TM7
3 TC3 0.151TM1+0.197TM2+0.328TM3+0.341TM4−0.711TM5−0.457TM7
4 ASVI ((2NIR + 1) − √

(2NIR + 1)2 − 8(NIR − 2RED + BLUE))/2
5 MSAVI ((2NIR + 1) − √

(2NIR + 1)2 − 8(NIR − 2RED))/2
6 ND4-2 (TM4−TM2)/(TM4+TM2)
7 ND4-25 (TM4−TM2−TM5)/(TM4+TM2+TM5)
8 ND42-53 (TM4+TM2−TM5−TM3)/(TM4+TM2+TM5+TM3)
9 ND42-57 (TM4+TM2−TM5−TM7)/(TM4+TM2+TM5+TM7)

10 ND4-35 (TM4−TM3−TM5)/(TM4+TM3+TM5)
11 ND45-23 (TM4+TM5−TM2−TM3)/(TM4+TM5+TM2+TM3)
12 ND4-57 (2TM4−TM5−TM7)/(TM4+TM5+TM7)
13 NDVI (TM4−TM3)/(TM4+TM3)
14 NDWI (TM4-TM5)/(TM4+TM5)

Note: ND, normalized difference; ASVI, atmospheric and soil vegetation index; MSAVI, mod-
ified soil adjusted vegetation index; NDVI, normalized difference vegetation index; NDWI,
normalized difference water index; TC, tasselled cap transform.

the best combination (C) is determined from the analysis of standard deviation and
correlation coefficients according to equation (1):

C =
n∑

i=1

Si/

∣∣∣∣∣∣

n∑

j=1

Rij

∣∣∣∣∣∣
, (1)

where Si is the standard deviation of the vegetation index image i, Rij is the correlation
coefficient between two vegetation index images i and j and n is the number of vege-
tation index images. A higher C value indicates a better combination of vegetation
indices for vegetation classification.

3.2.2 Selection of textural images. Many texture measures have been developed and
proper use of textural images has proven useful in improving land-cover classification
accuracy (Haralick et al. 1973, Kashyap et al. 1982, Marceau et al. 1990, Augusteijn
et al. 1995, Shaban and Dikshit 2001, Chen et al. 2004, Lu et al. 2008). Of the many
texture measures, grey level co-occurrence matrix (GLCM)-based textural images have
been extensively used for land-cover classification (Marceau et al. 1990, Lu et al. 2008).
Lu (2005b) has explored the roles of textural images in AGB estimation and found that
textural image based on variance with TM band 2 and a window size of 9 × 9 pixels
had a significant relationship with AGB. In another study, Lu et al. explored textural
images in vegetation classification and found that textural images based on entropy,
second moment, dissimilarity and contrast with window sizes of 7 × 7 or 9 × 9 pix-
els had a better performance in Rondonia State (Lu et al. 2008). Therefore, in this
research, GLCM-based texture measures, variance, homogeneity, contrast, dissimilar-
ity and entropy (see table 2 for their formulas) were employed with a window size of
9 × 9 pixels and Landsat TM bands 2, 3, 4, 5 and 7. Separability analysis with a TD
based on selected training sample plots of different vegetation classes was used for
the selection of a potential single textural image and a combination of two or more
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Land-cover classification 8213

Table 2. Texture measures used in the research.

No. Texture measures Formula

1 Variance (VAR) VAR =
N−1∑
i,j=0

Pi,j(i − ME)2

2 Homogeneity (HOM) HOM =
N−1∑
i,j=0

Pi,j
1+(i−j)2

3 Contrast (CON) CON =
N−1∑
i,j=0

Pi,j(i − j)2

4 Dissimilarity (DIS) DIS =
N−1∑
i,j=0

Pi,j|i − j|

5 Entropy (ENT) ENT =
N−1∑
i,j=0

Pi,j(− lnPi,j)

Note: Pi,j = Vi,j/
N−1∑
i,j=0

Vi,j, ME =
N−1∑
i,j=0

i(Pi,j), where Vi,j is the

value in cell i, j (row i and column j) of the moving window
and N is the number of rows or columns.

textural images. When two or more textural images were selected, correlation coeffi-
cients between textural images and the standard deviation of each textural image were
used to identify the C according to equation (1).

3.3 Land-cover classification

Four classification algorithms, maximum likelihood classification (MLC), artificial
neural network (ANN), classification tree analysis (CTA) and object-based classifica-
tion (OBC) were selected in this research. In order to identify a suitable classification
algorithm, the classification results from the four algorithms based on original TM
six spectral bands and the C of spectral bands, vegetation indices and textural images
were analysed, for which the same training and test samples were used. A total of 254
sample plots (over 3500 pixels) covering the 11 land covers, where each land cover had
15–30 plots, were used for each classification algorithm.

3.3.1 Maximum likelihood classification (MLC). MLC is the most common para-
metric classifier that assumes normal or near-normal spectral distribution for each
feature of interest and an equal prior probability among the classes. This classifier is
based on the probability that a pixel belongs to a particular class. It takes the vari-
ability of classes into account by using the covariance matrix. A detailed description
of MLC can be found in many textbooks (e.g. Richards and Jia 1999, Lillesand and
Kiefer 2000, Jensen 2004). In this research, MLC was used to conduct land-cover clas-
sification based on different scenarios in order to explore the roles of vegetation indices
and textural images in improving land cover, especially vegetation classification in the
moist tropical region. The scenarios included: (1) TM six spectral bands, (2) selected
vegetation indices, (3) selected textural images, (4) combination of selected vegetation
indices and textural images, (5) combination of spectral bands and vegetation indices,
(6) combination of spectral bands and textural images and (7) combination of spectral
bands, vegetation indices and textural images. These classification results were evalu-
ated with accuracy assessment methods. The best scenario was further analysed with
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8214 G. Li et al.

nonparametric classification algorithms, as well as the TM spectral bands for the sake
of comparison.

3.3.2 Artificial neural networks (ANNs). ANNs have gained great interest as a clas-
sification technique during past decades (Bischof et al. 1992, Paola and Schowengerdt
1995, Bruzzone et al. 1997, Kanellopoulos and Wilkinson 1997) because no assump-
tions about a feature’s distribution (distribution free) and no a priori knowledge about
the statistical characteristics of feature class data are required. Of the different neural-
network models, the multi-layer perceptron (MLP) trained by a back propagation (BP)
algorithm is one of the most widely used models (Kanellopoulos and Wilkinson 1997,
Tso and Mather 2001). Typically, an MLP consists of one input layer, one output layer
and one or more hidden layers. Each layer contains neurons, and each neuron is con-
nected to every neuron in the adjacent layers by a weighted connection. In general, a
single hidden layer MLP is approximate for most classification problems. The number
of neurons in the input layer and output layer are determined by the number of layers
of images used for classification and the number of categories in classification results,
respectively. However, the number of neurons in hidden layers is not straightforward
to define. It requires lengthy experiments in combining with other parameters such as
learning rate, number of iterations and momentum factor to produce the best results.
In this research, MLP was conducted using a sigmoid activation function.

3.3.3 Classification tree analysis (CTA). CTA is a nonparametric statistical
machine learning algorithm, having such advantages as distribution free and easy
interpretation over traditional supervised classifiers, and thus has received increas-
ing attention in remote-sensing classification (Hansen et al. 1996, Friedl and Brodley
1997, Zambon et al. 2006). The basic concept of a classification tree is to split a dataset
into homogeneous subgroups based on measured attributes. The tree is composed of
a root node, representing variables or attributes, a set of internal nodes (branches),
representing attribute values used to split, and a set of terminal nodes (leaves), rep-
resenting classes. Each node makes a binary decision that separates either one class
or some of the classes from the remaining classes. The processing starts at the root
and follows the branches until the leaf node is reached. This is known as a top-down
approach. Different splitting rules were used in previous studies (Zambon et al. 2006).
In this research, three types of splitting rules, ratio, entropy and Gini, were examined.
The training samples were used to grow classification trees, and the whole image was
then classified with them. Based on experimentation, the ratio-splitting method was
selected for this research.

3.3.4 Object-based classification (OBC). Per-pixel-based classification algorithms
often result in a salt-and-pepper effect in the classified image. In order to reduce
this problem, different techniques have been used, including image processing (e.g.
low-pass filter, texture analysis) (Gong 1994, Hill and Foody 1994), contextual clas-
sification (Gong and Howarth 1992) and post-classification processing (e.g. mode
filtering, morphological filtering, rule-based processing and probabilistic relaxation)
(Shackelford and Davis 2003, Sun et al. 2003). OBC provides a useful alternative
compared to the traditional per-pixel methods because it classifies a remotely sensed
image based on image segments. Segmentation is the process partitioning images into
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Land-cover classification 8215

isolated objects so that each object shares a homogeneous spectral similarity. These
objects better represent the landscape than the original pixels do. The homogeneous
objects are then analysed using traditional classification methods such as minimum
distance and MLC (Jensen 2004, Lu et al. 2010). Different image-segmentation algo-
rithms, such as Split and Merge, Watershed, K-means, Finite Gaussian Mixture and
Markov Random Field, have been developed (Yu et al. 2006, Blaschke 2010). The
Watershed delineation approach was used in this study. The classification process
consists of three steps: (1) image segmentation, a moving window assesses spectral
similarity across space and over all input bands, and segments are defined based on
user-specified similarity thresholds, (2) creation of training sites and signature classes
based on image segments and (3) classification of the segments. This is carried out with
the assistance of a reference image, which is an already classified image and which is
used to assign the majority class within each segment. Training sites (polygons), which
coincide with the sample sites used in MLC, ANN and CTA, were selected on the
segmented image. The classified image from MLC was used as a reference image.

3.4 Accuracy assessment

A common method for accuracy assessment is through the use of an error matrix.
An error matrix can provide a detailed assessment of the agreement between the clas-
sified result and reference data and provide information of how the misclassification
happened (Congalton and Green 2008). In addition, different accuracy assessment
parameters, such as overall classification accuracy (OCA), producer’s accuracy (PA),
user’s accuracy (UA) and overall kappa coefficient (OKC), can be calculated from the
error matrix, as previous literature has described (e.g. Congalton 1991, Smits et al.
1999, Foody 2002, 2004, Wulder et al. 2006, Congalton and Green 2008, Foody 2009).
OCA considers only the total number of correctly classified class without taking into
account the omission and commission errors, thus it does not reveal whether errors
were evenly distributed between classes or whether some classes were really bad and
some really good. The OKC is a measure of overall statistical agreement of an error
matrix, which takes non-diagonal elements into account. Kappa analysis is recog-
nized as a powerful method for analysing a single error matrix and for comparing
the differences between various error matrices (Congalton 1991, Smits et al. 1999,
Foody 2002, 2004). Both OCA and OKC reflect the overall classification situation,
which cannot provide the reliability of some land-cover classes of interest; thus, PA
and UA for each land-cover class are often used to provide a complementary anal-
ysis of the accuracy assessment. In this study, a total of 338 test sample plots from
the field survey and the QuickBird image were used for accuracy assessment. An error
matrix was developed for each classified image and then PA and UA for each class
and OCA and OKC for each classified image were calculated from the corresponding
error matrix.

4. Results

4.1 Identification of vegetation indices and textural images

The separabiltiy analysis based on training samples indicated that the single veg-
etation index such as ND4-25, TC2, ND42-53, ND4-35 and TC3 and the single
textural images from the dissimilarity on TM band 2 or band 3 (TM2-DIS, TM3-
DIS), contrast on TM band 2 (TM2-CON) and homogeneity on TM band 2 or band 3
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8216 G. Li et al.

Table 3. Summary of potential vegetation indices and textural images.

Potential bands Best band

Vegetation
indices

Single ND4-25, TC2, ND42-53, ND4-35 and TC3

Combination TC2 with any of the following: TC3, ND42-53,
ND42-57, ND4-57, ND4-35, NDWI,
ND42-53, ND4-25; ND42-57 with ND4-2,
ND4-25, ND42-53, ND4-35 and NDWI;
TC1 with TC3, ND4-25, ND42-53,
ND42-57, ND4-37 and NDWI.

TC2 and
ND42-57

Textural
images

Single TM2 or TM3-DIS, TM2-CON, TM2 or TM3-
HOM

Combination TM2-DIS with all texture measures based on
bands TM3, 4, 5 and 7; TM2-HOM with
TM4-CON or DIS, TM7-CON or DIS;
TM2-CON with TM4-CON or DIS,
TM7-CON or DIS; TM3-DIS with TM4,
TM5 and TM7- HOM, CON and DIS

TM2-DIS and
TM4-DIS

Note: The formulas for vegetation indices and texture measures are summarized in tables 1
and 2.

(TM2-HOM or TM3-HOM) (see table 3) have relatively high TD values, but no single
vegetation index or textural image can successfully separate these vegetation types.
According to the separability analysis and the C value, a combination of two vegeta-
tion indices or two textural images provided the best results for vegetation separability.
The combination of three or more vegetation indices or textural images did not sig-
nificantly improve the vegetation separability, a similar conclusion to our previous
research (Lu et al. 2008). According to the analysis of the C value, the C for two vege-
tation indices was TC2 and ND42-57 and the C for two textural images was TM2-DIS
and TM4-DIS (dissimilarity based on TM band 2 and band 4). Figure 2 provides a
comparison of TM spectral bands, two selected vegetation indices and textural images,
showing the different features for vegetation types, especially between spectral bands
and textural images.

4.2 Accuracy assessment of land-cover classification images based on MLC and
analysis of the roles of vegetation indices and textural images in improving land-cover
classification accuracy

The accuracy assessment result from Landsat TM six spectral bands with MLC (see
table 4) indicated that the major errors were due to the confusions of vegetation types
such as among the three forest classes (i.e. UPF, FLF and LIF) and among SS2, SS3,
LIF and UPF. URB is also confused with WAT and NVW because URB is often
a complex landscape and dark impervious surfaces in urban landscape have similar
spectral signatures with WAT and/or NVW. Although the TD analysis indicated that
the selected combination of two vegetation indices or two textural images was opti-
mal for vegetation separation based on training sample plots, the accuracy assessment
showed that their overall accuracies (i.e. OCA and OKC) were much lower than from
the classification results based on six spectral bands (see table 5). However, the clas-
sification accuracy showed that the combination of vegetation indices and textural
images improved classification performance, with similar OCA as the TM six spectral
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Land-cover classification 8217

Figure 2. A comparison of TM band 4, band 5, two vegetation indices and two textural
images. (a), (b) TM bands 4 and 5; (c), (d) the second component from tasselled cap trans-
formation and the vegetation index based on bands 4, 2, 5 and 7; (e), (f ) textural images based
on dissimilarity on band 2 and band 4 and window size of 9 × 9 pixels.

bands. In particular, this combination improved classification performance for forest
classes, that is, UPF, FLF and LIF.

The combination of vegetation indices as extra bands into TM multi-spectral bands
had a limited role in improving overall classification performance, but was helpful in
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8220 G. Li et al.

improving the separability of PAS, WAT and URB from other land covers; in contrast,
the combination of textural images into spectral bands was valuable for improving
vegetation classification accuracy, especially for UPF, FLF, SS2 and SS3 and improved
OCA by 3%, as indicated in table 5. The high correlation between vegetation indices
and spectral bands, as shown in table 6, limited the role of vegetation indices in improv-
ing vegetation classification accuracy. The second component (TC2) from the tasselled
cap (TC) transform mainly represented the vegetation information, as indicated in the
constants in the TC transform (see table 1), which had very high correlation with the
near-infrared band (0.83), while the ND42-57 image had a strongly negative correla-
tion with visible bands (bands 1–3) and shortwave infrared bands (bands 5 and 7),
which mainly reflected the overall brightness, good for separation of non-vegetation
classes. In contrast, textural images, either based on TM band 2 or band 4, had rela-
tively low correlation with spectral signatures, thus, incorporation of textural images
improved land-cover classification performance.

The combination of both vegetation indices and textural images with multi-spectral
bands provided the best classification performance, with OCA and OKC increased
by 5.6% and 6.2%, respectively, compared with the result from MLC on the TM
multi-spectral bands (see table 5). However, even in this best scenario, that is, the
combination of vegetation indices and textural images into multi-spectral bands, high
confusion still existed between UPF, FLF and LIF among different successional stages
and between SS2, SS3 and forest classes (see table 7). Figure 3 provides a compari-
son of classification results among the four scenarios. It indicates that use of textural
images (see figure 3(c) and (d)) reduced the salt-and-pepper effect in the classified
image, which is often a problem with per-pixel-based classification methods. This
research implies that use of textural images can reduce the heterogeneity of forest stand
structure, thus improving the vegetation classification accuracies.

4.3 Analysis of land-cover classification results among different classification
algorithms

The comparison of accuracy assessment results among different classification algo-
rithms (see table 8) indicates that the OBC and MLC outperformed CTA and MLP
for both datasets. In particular, OBC provided the best classification accuracy and the
MLP provided the poorest accuracy. Table 8 indicates that the OBC was especially
valuable for the forest classes (i.e. UPF, FLF and LIF) and pasture whose patch
size was relatively large; in contrast, this method did not improve the classification
performance of secondary succession (SS) stages (i.e. SS1, SS2, SS3) because of their
relatively small patch size. Table 8 also indicates the importance of using both the
vegetation indices and textural images in improving land-cover classification perfor-
mance, no matter what classification algorithms were used. Figure 4 shows part of the
classified images based on these four classification algorithms from the combination
of spectral bands, vegetation indices and textural images. Visual interpretation of the
classified images by comparing with the TM colour composite indicates that the CTA
overestimated forest but underestimated SS, while MLP obviously underestimated SS
classes.

5. Discussion

5.1 Selection of suitable variables for land-cover classification

Much previous research has shown the importance of using textural images in improv-
ing land-cover classification accuracies (Kurosu et al. 2001, Shaban and Dikshit 2001,
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Land-cover classification 8223

Figure 3. Comparison of classification results among different scenarios with maximum likeli-
hood classifier: (a) six TM spectral bands, (b) combination of spectral bands and two vegetation
indices, (c) combination of spectral bands and two textural images and (d) combination of
spectral bands, two vegetation indices and two textural images. (In order to clearly show the
land-cover distribution, three forest classes and three SS classes were merged as forest and SS in
this figure.)

Narasimha Rao et al. 2002, Podest and Saatchi 2002, Butusov 2003, Lu et al. 2008).
This research confirms the value of using textural images from Landsat TM data
for improving vegetation classification performance in moist tropical regions. One
critical step in a study is to identify suitable textural images that can provide the
best separability for the specific classes. Selection of suitable textural images can be
challenging because textures vary with the characteristics of the landscape under inves-
tigation and images used. In particular, the selection of a suitable size of moving
window is important for the creation of a textural image, but no window size is per-
fect for all vegetation types because the patch sizes of the vegetation types can vary
greatly, from less than 1 ha for some successional vegetation to hundreds of hectares
for primary forests. Therefore, there are tradeoffs among moving window size, spa-
tial resolution of images and the patch sizes of vegetation types of interest on the
ground. For the selection of a single textural image, one can select a best textural
image based on the highest separability value with the separability analysis, but for
the selection of two or more textural images, the C approach provides an easy method
to identify the suitable combination of textural images that can be used for improving
classification performance.
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8224 G. Li et al.

Table 8. Comparison of accuracy assessment results among different classification methods
based on the Landsat six spectral bands and based on the combination of the six spectral bands,

two vegetation indices and two textural images.

Data: TM six spectral bands

MLC CTA MLP OBC

Land cover PA UA PA UA PA UA PA UA

UPF 37.0 95.2 88.9 58.5 98.2 34.0 53.7 78.4
FLF 93.8 50.0 56.3 75.0 0.0 0.0 93.8 75.0
LIF 95.5 66.7 43.2 34.6 6.8 21.4 95.5 68.9
SS1 84.0 61.8 76.0 59.4 0.0 0.0 72.0 58.1
SS2 67.9 90.5 71.4 87.0 0.0 0.0 67.9 82.6
SS3 89.7 74.3 6.9 100.0 0.0 0.0 72.4 63.6
PAS 83.3 94.8 81.8 94.7 83.3 54.5 81.8 91.5
WAT 68.2 100.0 81.8 100.0 100.0 100.0 77.3 100.0
NVW 53.9 100.0 84.6 68.8 69.2 100.0 53.9 100.0
URB 100.0 71.1 96.3 100.0 96.3 100.0 100.0 77.1
BUR 100.0 87.5 92.9 86.7 57.1 80.0 100.0 93.3
OCA 77.2 70.7 52.1 77.8
OKC 0.745 0.667 0.436 0.750

Data: six spectral bands, two VIs and two textural images

MLC CTA MLP OBC

Land cover PA UA PA UA PA UA PA UA

UPF 66.7 78.1 68.5 67.3 90.7 50.0 74.1 85.1
FLF 100.0 69.6 81.3 65.0 81.3 68.4 100.0 72.7
LIF 84.1 69.8 77.3 54.8 45.5 64.5 88.6 75.0
SS1 92.0 59.0 84.0 51.2 48.0 60.0 72.0 66.7
SS2 82.1 92.0 64.3 75.0 57.1 72.7 89.3 73.5
SS3 86.2 89.3 37.9 73.3 24.1 63.6 62.1 81.8
PAS 77.3 98.1 72.7 98.0 90.9 85.7 87.9 95.1
WAT 95.5 100.0 81.8 100.0 100.0 95.7 95.5 100.0
NVW 53.9 87.5 84.6 73.3 46.2 100.0 61.5 100.0
URB 100.0 100.0 96.3 100.0 100.0 100.0 100.0 100.0
BUR 100.0 87.5 92.9 100.0 50.0 63.6 92.9 76.5
OCA 82.8 74.0 70.7 83.7
OKC 0.807 0.707 0.665 0.816

Note: MLC, CTA, MLP and OBC represent four selected classification algorithms – maximum
likelihood classification, classification tree analysis, multi-layer perceptron trained by back
propagation algorithm and object-based classification. UA and PA represent user’s accuracy
(%) and producer’s accuracy (%); OCA and OKC represent overall classification accuracy (%)
and overall kappa coefficient.

5.2 Selection of a suitable classification algorithm for land-cover classification

Nonparametric classification algorithms have some advantages over traditional clas-
sification algorithms in data requirement, but nonparametric algorithms often require
the determination of many parameters, which is often time consuming and challeng-
ing to optimize. The lack of clear, standardized guidelines for the determination of
the parameters requires experimentation by the analyst to identify suitable, optimized

D
ow

nl
oa

de
d 

by
 [

In
di

an
a 

U
ni

ve
rs

ity
 L

ib
ra

ri
es

] 
at

 1
2:

08
 3

0 
Ja

nu
ar

y 
20

12
 



Land-cover classification 8225

Figure 4. Comparison of classification results developed from different classification methods
based on the combination of spectral bands, two vegetation indices and two textural images:
(a) maximum likelihood classification, (b) regression-tree classification, (c) neural network and
(d) object-based classification. (In order to clearly show the land-cover distribution, three forest
classes and three SS classes were merged as forest and SS in this figure.)

parameters. For example, MLP requires much time during the training process and
requires lengthy trials for identifying such parameters as learning rate, number of iter-
ations and momentum factor. In OBC, much time is required in the development of
a suitable segmentation image and often requires intensive trials in order to identify
suitable parameters. One advantage of this method is that the salt-and-pepper effect
can be considerably reduced, compared with the per-pixel-based classification meth-
ods. One disadvantage of this method is that the classification accuracies of some
land covers may be improved, but others may be reduced, depending on the com-
plexity of land covers under investigation and segment size. CTA requires much less
time for image classification compared with MLP and OBC, and the ratio split type
is often regarded better than entropy and Gini types. Comparing the nonparamet-
ric algorithms, MLC may be the most common, is often less time consuming and is
recommended in this research.

6. Conclusions

This research has investigated the use of textural images and vegetation indices in
land-cover classification in the moist tropical region of the Brazilian Amazon and
explored their roles in improving vegetation classification performance, as well as
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8226 G. Li et al.

different classification algorithms. The results indicated that combination of vege-
tation indices as extra bands into Landsat TM multi-spectral bands has a limited
role, but the combination of textural images was valuable for improving vegetation
classification accuracy. If both vegetation indices and textural images were combined
with TM multi-spectral bands, OCA can be improved by 5.6% and OKC by 6.25%.
Comparison of the different classification algorithms indicated that CTA and MLP
have a poor classification performance in this research, but OBC improved primary
forest and pasture classification accuracies. This research indicates that use of textu-
ral images or use of OBC are especially valuable for improving the vegetation classes,
such as UPF and LIF, that have complex stand structures and relatively large patch
sizes. This research is valuable for guiding the selection of remote-sensing variables
and classification algorithms for vegetation classification in moist tropical regions.
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